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Plan for today

Arbitrary cutoffs & causal inference

Drawing lines & measuring gaps
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Arbitrary cutoffs & 
causal inference



Lots of policies and programs are based 
on arbitrary rules and thresholds

If you’re above the threshold, you’re in 
the program; if you’re below, you’re not

Rules to access programs



Running/forcing variable
Index or measure that determines eligibility

Cutoff/cutpoint/threshold
Number that formally assigns access to program 

Key terms



Above cutoff

Running variable

Program Outcome



Discontinuities everywhere!
Size Annual Monthly 138% 150% 200%

1 $12,760 $1,063 $17,609 $19,140 $25,520
2 $17,240 $1,437 $23,791 $25,860 $34,480
3 $21,720 $1,810 $29,974 $32,580 $43,440
4 $26,200 $2,183 $36,156 $39,300 $52,400
5 $30,680 $2,557 $42,338 $46,020 $61,360
6 $35,160 $2,930 $48,521 $52,740 $70,320
7 $39,640 $3,303 $54,703 $59,460 $79,280
8 $44,120 $3,677 $60,886 $66,180 $88,240

Medicaid
138%

SNAP/Free lunch
130%

Reduced lunch
130–185%

ACA subsidies
100*–400%

CHIP
200%



Hypothetical AIG program

If you score 75+ on a test, you get into 
an academically and intellectually 
gifted (AIG) during-school program
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Causal inference intuition

People right before and right after the 
threshold are essentially the same
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Causal inference intuition

People right before and right after the 
threshold are essentially the same

Pseudo treatment and control groups!

Compare outcomes for those right 
before/after, calculate difference
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Geographic discontinuities
Figure 1: Visualizing the Time Zone GRDD

Turnout 0.2 0.4 0.6

Treatment Status (Eastern Side of Time Zone Border) No Yes

Figure 1 shows counties (with their geographic centroids marked) on either side of the time zones in the continental United States as of Election
Day on 2010. The map shows counties within 1 degree (latitude and longitude) of the time zone boundaries.
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When Time Is of the Essence: A Natural Experiment
on How Time Constraints Influence Elections

Jerome Schafer, Ludwig Maximilian University of Munich
John B. Holbein, University of Virginia

Foundational theories of voter turnout suggest that time is a key input in the voting decision, but we possess little causal
evidence about how this resource affects electoral behavior. In this article, we use over two decades of elections data and a
novel geographic regression discontinuity design that leverages US time zone boundaries. Our results show that exog-
enous shifts in time allocations have significant political consequences. Namely, we find that citizens are less likely to vote
if they live on the eastern side of a time zone border. Time zones also exacerbate participatory inequality and push election
results toward Republicans. Exploring potential mechanisms, we find suggestive evidence that these effects are the conse-
quence of insufficient sleep and moderated by the convenience of voting. Regardless of the exact mechanisms, our results
indicate that local differences in daily schedules affect how difficult it is to vote and shape the composition of the electorate.

A lthough in recent years the administrative barriers
to voting have declined in many democracies (Blais
2010), many eligible citizens still fail to vote. In the

United States, about 40% of registered voters do not partic-
ipate in presidential elections, with abstention rates soaring as
high as 60% in midterms and 70% in local elections (Hajnal
and Trounstine 2016). Moreover, rates of political participa-
tion have remained stubbornly low among vulnerable groups—
particularly among young, minority, uneducated, and low-
income citizens (Leighley and Nagler 2013). Why don’t more
people vote?

Foundational models of voter turnout suggest that time
(or a lack thereof ) might be a key reason. For example, the
resource model of voting predicts that citizens who “have
more free time [to] spare for politics”will be more likely to be
civically engaged (Verba, Schlozman, and Brady 1995, 291;
see also Schlozman, Brady, and Verba 2018). Despite this
clear theoretical prediction, very little research has explicitly
explored the role of time-based inputs for citizen participation
(Smets and Van Ham 2013). Yet, previous empirical work
provides some—albeit very limited—evidence that this gap is
unfortunate. In surveys, when asked directly why they do not

vote, many nonvoters report “not having enough time”—or
a close derivative (e.g., “I’m too busy” or “[Voting] takes too
long”; Pew Research Center 2006). Moreover, recent studies
suggest that levels of turnoutmay be shaped by time costs such
as how long it takes to register to vote (Leighley and Nagler
2013), to find and travel to a polling location (Brady and
McNulty 2011; Dyck and Gimpel 2005), and to wait in line to
vote (Pettigrew 2016).

While this work suggests that time-based inputs may play
a large role in affecting who votes, it has important limita-
tions. First, teasing apart the role of time-based inputs from
other factors has proved difficult. Previous work has mostly
relied on conditional on observables approaches rather than ex-
ogenous changes to the time cost of voting. As such, it has
struggled to estimate the causal effect of time independent
from other factors. Second, prior causal work has narrowly
focused on variation in time costs related to the act of voting
itself. As a result, we are left with little sense of the potential
political consequences of differences in how individuals
manage their time. We argue that for busy citizens with jobs,
families, and other responsibilities, voting decisions might
be shaped not only by the time it takes to cast a ballot but also

Jerome Schafer (jerome.schaefer@lmu.de) is an assistant professor of political science at Ludwig Maximilian University of Munich, Munich, Germany 80538.
John B. Holbein (holbein@virginia.edu) is an assistant professor of public policy and education at the University of Virginia, Charlottesville, VA 22903.
Jerome Schafer is the corresponding author. This is one in a series of articles by the authors, and the ordering of the authors’ names reflects the principle of
rotation.
Holbein thanks the National Science Foundation for its support (grants SES-1416816 and SES-1657821). Data and supporting materials necessary to

reproduce the numerical results in the article are available in the JOP Dataverse (https://dataverse.harvard.edu/dataverse/jop). An online appendix with
supplementary material is available at https://doi.org/10.1086/706110.

The Journal of Politics, volume 82, number 2. Published online January 27, 2020. https://doi.org/10.1086/706110
q 2020 by the Southern Political Science Association. All rights reserved. 0022-3816/2020/8202-00XX$10.00 000

This content downloaded from 083.137.212.006 on March 19, 2020 15:04:20 PM
All use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).



Geographic discontinuities
Figure 2: The Effect of Being on the Eastern Side of a Time Zone on Voter Turnout

Figure 2 plots the local polynomial (order 4) fit of county-level turnout over the period 1992-2014 (as share of
the total population), implemented with the rdplot command in STATA. Results come from a specification
of the GRDD with the CCT optimal bandwidth (1.4 degrees) and local polynomial regression (Calonico,
Cattaneo and Titiunik 2014). Points represent bin averages, with corresponding 95% confidence intervals
shown with the corresponding bars. The figure shows that when the distance crosses the threshold from
being located barely to the West to being located barely to East, the level of turnout drops noticeably: being
lower by approximately 2.6 percentage points (p <0.001). N=35,520.

5 degrees of the cutoff. However, the plot shows evidence of a bias-variance trade-off in the

choice of the bandwidth: point estimates are stable and become more precise in the first 3

degrees, but decrease in size afterwards. Consistent with our theory, this pattern may reflect

that differences in sleep patterns level off the greater the distance away from the time zone

cutoffs (Gibson and Shrader 2016). Given that narrower bandwidths are generally preferred

to wider (Lee and Lemieux 2010), this result suggests that estimates including observations

far from the cutoff may be susceptible to attenuation bias. Even in these models, however,
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Lower turnout in 
counties on the 

eastern side of the 
boundary

Election schedules 
cause fluctuations 

in turnout



Time discontinuities
California requires that 

insurance cover two 
days of post-partum 

hospitalization

Does extra time in the 
hospital improve 
health outcomes?

1

American Economic Journal: Economic Policy 3 (August 2011): 1–34
http://www.aeaweb.org/articles.php?doi=10.1257/pol.3.3.1

The United States spends substantially more on health care than any other coun-
try: 16 percent of GDP compared to 8.5 percent for the median Organisation for 

Economic Co-operation and Development (OECD) country; France, the next high-
est-spending country, devotes only 11.2 percent of GDP (OECD 2011). High US 
health expenditures are not accompanied by superior rankings of aggregate health 
outcomes. The health of US infants compares especially poorly: infant mortality 
is more than one-third higher than in Portugal, Greece, Ireland, and Britain, and 
double the rate in Japan and the Nordic countries. Meanwhile, life expectancy is 
roughly similar across these countries.

This combination of much higher spending and roughly similar health outcomes 
has been found across markets within the United States as well, which has led to 
the conclusion that healthcare may have reached the “!at of the curve”: diminishing 
returns may have set in such that additional spending yields little bene"t (see, e.g., 
Peter Zweifel, Friedrich Breyer, and Mathias Kifmann (2009) and references therein). 

* Almond: Department of Economics, SIPA & NBER, Columbia University, 420 West 118th Street (MC 
3308), New York, NY 10027 (e-mail: da2152@columbia.edu); Doyle: Sloan School of Management & NBER, 
Massachusetts Institute of Technology, 77 Massachusetts Avenue, E62-515, Cambridge, MA 02139 (e-mail: 
jjdoyle@mit.edu).

Josh Angrist, Janet Currie, David Cutler, Carlos Dobkin, Lena Edlund, Randall Ellis, Michael Greenstone, 
Rick Hornbeck, Ellen Meara, Doug Miller, Roberto Rigobon, Jon Skinner, Tom Stoker, Tavneet Suri, and seminar 
participants at Harvard University, Boston University, BYU, and UC Irvine provided helpful comments and discus-
sions. We also thank Jan Morgan of the California Healthcare Information Resource Center for helpful advice and 
discussions, Nicole Radmore for help with the National Hospital Discharge Survey data, and Sammy Burfeind, 
whose birth inspired our identi"cation strategy.

† To comment on this article in the online discussion forum, or to view additional materials, visit the article page 
at http://www.aeaweb.org/articles.php?doi=10.1257/pol.3.3.1.

After Midnight:  
A Regression Discontinuity Design in 
Length of Postpartum Hospital Stays†

By Douglas Almond and Joseph J. Doyle Jr.*

Estimates of moral hazard in health insurance markets can be con-
founded by adverse selection. This paper considers a plausibly exog-
enous source of variation in insurance coverage for childbirth in 
California. We !nd that additional health insurance coverage induces 
substantial extensions in length of hospital stay for mother and new-
born. However, remaining in the hospital longer has no effect on 
readmissions or mortality, and the estimates are precise. Our results 
suggest that for uncomplicated births, minimum insurance mandates 
incur substantial costs without detectable health bene!ts. (JEL D82, 
G22, I12, I18, J13)
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Time discontinuities

VOL. 3 NO. 3 19ALMOND AND DOYLE: LENGTH OF POSTPARTUM HOSPITAL STAYS

C. Length of Stay

Length of stay is measured as the number of midnights in care. If the minute of 
birth were unrelated to the timing of discharge, newborns with a time of birth just 
prior to midnight should have a length of stay recorded as one midnight longer than 
newborns born just after midnight, by de!nition.23

23 Online Appendix Figure A2 reports the the raw accounting data, and a magni!ed view with a smaller band-
width is shown in online Figure A3. As expected, the accounting length of stay—the number of midnights in care—
is higher for those born just before midnight, although the difference is signi!cantly less than one. (Were just the 
mechanical effect at play, this difference should be close to unity.)
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Figure 3

Notes: Number of additional midnights is the number of midnights for those born on or after midnight and before 
noon, while the number of additional midnights is measured as the number of midnights minus one for children born 
after noon aand before midnight. Points represent means within 1-minute intervals from 12:00 noon to 11:59 am. 
Lines represent local linear regressions, h = 20.

Being born at 12:01 AM 
makes you stay longer 

in the hospital…



Time discontinuities24 AMERICAN ECONOMIC JOURNAL: ECONOMIC POLICY AUGUST 2011

 differences that are not statistically signi!cant. These results are perhaps better 
interpreted in the context of variation in mortality rates across the day.

Figure 4 (along with online Appendix Figure A5) report means of the health out-
come measures for each minute of the day, as well as local-linear regression results 
using a pilot bandwidth of 20 minutes. The left two panels of Figure 4 consider 
births before the law change, whereas the right panels report the results after the law 
change. Little change is found before and after midnight for outcomes. In particular, 
the readmissions are "at across the minutes of birth (Figure 4A). If anything, there 
appears to be an increase in readmissions for births that occur after midnight—
infants with a longer length of stay—prior to the law change. This increase is not 
sustained, however, and is not seen in the post-law-change period.

Considering mortality in the bottom two panels of Figure 4, the data exhibit more 
noise as these outcomes are less frequently observed. This is especially the case at 
the boundaries when data from both sides of the point of interest cannot be used in 
the estimation, as well as the lack of reporting of births at exactly midnight. More 
generally, an increase in the mortality rate after business hours is observed, as in 
previous research that questions whether such increases are due to changes in staff-
ing (Z. C. Luo and J. Karlberg 2001).31 No sustained change in mortality is seen just 
before and after midnight, however.

31 When comparing births just before and after midnight, it is possible that the staff changes shifts at the same 
time. California hospital advertisements for nursing services suggest that 12-hour shifts that end at 7 pm are com-
mon. Midnight shift changes are possible in the case of 8-hour shifts, although the increase in the mortality rate in 
our data appears to occur between 7 and 9 pm.
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Figure 4

Notes: Twenty-eight day measures consider 28 days since the midnight prior to those born between midnight and 
noon, and 28 days since the following midnight for those born between noon and midnight. Points represent means 
within  1-minute intervals from 12:00 noon to 11:59 am. Lines represent local linear regressions, h = 20.

…but being born at 
12:01 AM has no effect 
on readmission rates 

or mortality rates



Test score discontinuities
Does going to the 

main state university 
(i.e. UGA) make you 
earn more money?

SAT scores are an 
arbitrary cutoff for 

accessing the 
university

THE EFFECT OF ATTENDING THE FLAGSHIP STATE UNIVERSITY ON
EARNINGS: A DISCONTINUITY-BASED APPROACH

Mark Hoekstra*

Abstract—This paper examines the effect of attending the flagship state
university on the earnings of 28 to 33 year olds by combining confidential
admissions records from a large state university with earnings data
collected through the state’s unemployment insurance program. To distin-
guish the effect of attending the flagship state university from the effects
of confounding factors correlated with the university’s admission decision
or the applicant’s enrollment decision, I exploit a large discontinuity in the
probability of enrollment at the admission cutoff. The results indicate that
attending the most selective state university causes earnings to be approx-
imately 20% higher for white men.

I. Introduction

WHILE there has been considerable study of the effect
of educational attainment on earnings, less is known

regarding the economic returns to college quality. This
paper examines the economic returns to college quality in
the context of attending the most selective public state
university. It does so using an intuitive regression disconti-
nuity design that compares the earnings of 28 to 33 year
olds who were barely admitted to the flagship to those of
individuals who were barely rejected.

Convincingly estimating the economic returns to college
quality requires overcoming the selection bias arising from
the fact that attendance at more selective universities is
likely correlated with unobserved characteristics that them-
selves will affect future earnings. Such biases could arise for
two reasons. First, bias could arise if certain student abilities
or characteristics are observed by college admissions com-
mittees but not by the econometrician. Second, there could
be bias if, conditional on all observable student and family
characteristics and admission to the more selective univer-
sity, the decision to attend that university is correlated with
unobserved student or family characteristics that would
themselves affect subsequent earnings.

Researchers have taken several approaches to answering
this question and have done so primarily in the context of
private colleges or universities generally rather than state
flagship universities. Black and Smith (2004) describe prob-
lems that can arise for much of this literature that relies on
the assumption of selection on observables. In attempts to
overcome those problems, several other approaches have
been applied. Dale and Krueger (2002) compare the earn-
ings of students attending more selective colleges to those
of students who were accepted at similarly selective col-

leges but chose to attend less selective institutions. They
find that attending more selective colleges has a positive
effect on earnings only for students from low-income fam-
ilies. Brewer, Eide, and Ehrenberg (1999) estimate the
payoff by explicitly modeling high school students’ choice
of college type and find significant returns to attending an
elite private institution for all students. Behrman, Rozenz-
weig, and Taubman (1996) identify the effect by comparing
female twin pairs and find evidence of a positive payoff
from attending Ph.D.-granting private universities with well-
paid senior faculty. Using a similar approach, Lindahl and
Regner (2005) use Swedish sibling data and show that
cross-sectional estimates of the selective college wage pre-
mium are twice the within-family estimates.

This paper uses a different strategy in that it identifies the
effect of school selectivity on earnings by comparing the
earnings of those just below the cutoff for admission to the
flagship state university to those of applicants who were
barely above the cutoff for admission. To do so, I combined
confidential administrative records from a large flagship
state university with earnings records collected by the state
through the unemployment insurance program. To put the
selectivity of the flagship in context, the average SAT scores
of the entering classes at the flagship over the period of time
studied were between 1000 and 1100, approximately 65 to
90 points higher than the five next-most-selective public
state universities.

The unique data set used allows this paper to make two
primary contributions to the existing literature. First, by
using the application data from a large flagship state uni-
versity, this paper addresses the question of how college
selectivity affects earnings in the context in which the
public policy decision is made. Although determining the
effect of attending an elite private college over a less
selective one is interesting for several reasons, the public
policy question is largely confined to the extent to which
admission at flagship state universities affects subsequent
earnings.

In addition, because this paper uses actual admissions data
from the university, it can apply an intuitive discontinuity-
based research design to detect whether there are economic
returns to college quality. This is done by applying a regression
discontinuity design like that used in several other recent
papers (e.g., Jacob & Lefgren, 2004), though similar results
are obtained when estimated using an approach similar to
Angrist and Lavy (1999).1 I report both intent-to-treat

Received for publication August 15, 2007. Revision accepted for pub-
lication March 28, 2008.

* University of Pittsburgh.
I thank an anonymous state university for providing the admissions data

and the corresponding state unemployment insurance office for linking
those data to earnings. Thanks also go to Mark Rush, David Figlio,
Francisco Martorell, Esther Duflo, Damon Clark, Alexis León, Rich
Romano, Larry Kenny, participants at the fall 2006 NBER Education
Workshop, and an anonymous referee for their comments and suggestions.
Any errors are my own.

1 These results are available on the author’s Web site. The primary
benefit of the more traditional instrumental variable approach is that the
two-dimensional admission rule does not need to be collapsed into one
dimension in order to implement it.

The Review of Economics and Statistics, November 2009, 91(4): 717–724
© 2009 by the President and Fellows of Harvard College and the Massachusetts Institute of Technology



Test score discontinuities

Cutoff seems rule-based Earnings slightly higherV. Results

A. Earnings Discontinuities at the Admission Cutoff

To the extent that there are economic returns to attend-
ing the flagship state university, one should observe a

discontinuity in earnings at the admission cutoff. This
is shown for white men in figure 2, which shows a
regression of residual earnings on a cubic polynomial of
adjusted SAT score. Table 1 shows the discontinuity
estimates that result from varying functional form

FIGURE 1.—FRACTION ENROLLED AT THE FLAGSHIP STATE UNIVERSITY

0
.1

.2
.3

.4
.5

.6
.7

.8
.9

1

-300 -250 -200 -150 -100 -50 0 50 100 150 200 250 300 350

Local Average

FIGURE 2.—NATURAL LOG OF ANNUAL EARNINGS FOR WHITE MEN TEN TO FIFTEEN YEARS AFTER HIGH SCHOOL GRADUATION (FIT WITH A CUBIC

POLYNOMIAL OF ADJUSTED SAT SCORE)

-.
4

-.
3

-.
2

-.
1

0
.1

.2
(R

es
id

ua
l) 

N
at

ur
al

 L
og

 o
f E

ar
ni

ng
s

-300 -250 -200 -150 -100 -50 0 50 100 150 200 250 300 350

SAT Points Above the Admission Cutoff

Predicted Earnings Local Average

Estimated Discontinuity = 0.095 (z = 3.01) 

THE EFFECT OF ATTENDING THE FLAGSHIP STATE UNIVERSITY ON EARNINGS 721

V. Results

A. Earnings Discontinuities at the Admission Cutoff

To the extent that there are economic returns to attend-
ing the flagship state university, one should observe a

discontinuity in earnings at the admission cutoff. This
is shown for white men in figure 2, which shows a
regression of residual earnings on a cubic polynomial of
adjusted SAT score. Table 1 shows the discontinuity
estimates that result from varying functional form
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RDDs are all the rage

People love these things!
They’re intuitive, compelling, and highly graphical

ABSTRACT

IZA DP No. 11796 AUGUST 2018

Methods Matter: P-Hacking and Causal 
Inference in Economics*

The economics ‘credibility revolution’ has promoted the identification of causal relationships 

using difference-in-differences (DID), instrumental variables (IV), randomized control trials 

(RCT) and regression discontinuity design (RDD) methods. The extent to which a reader 

should trust claims about the statistical significance of results proves very sensitive to 

method. Applying multiple methods to 13,440 hypothesis tests reported in 25 top 

economics journals in 2015, we show that selective publication and p-hacking is a 

substantial problem in research employing DID and (in particular) IV. RCT and RDD are 

much less problematic. Almost 25% of claims of marginally significant results in IV papers 

are misleading.

JEL Classification: A11, B41, C13, C44

Keywords: research methods, causal inference, p-curves, p-hacking, 
publication bias

Corresponding author:
Abel Brodeur
Social Sciences Building
University of Ottawa
120 University
Ottawa, ON K1N 6N5
Canada

E-mail: abrodeur@uottawa.ca

* We are grateful to Jason Garred and seminar participants at Carleton University and the University of Ottawa for 
useful remarks and encouragement. We thank Richard Beard for research assistance. Errors are ours.

Less susceptible to 
p-hacking and selective 

publication than DID or IV



Drawing lines & 
measuring gaps



Measure the gap in the outcome for 
people on both sides of the cutpoint

Main goal of RD

Gap = δ = 
local average treatment effect 

(LATE)
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The size of the gap depends on how you 
draw the lines on each side of the cutoff

Drawing lines

The type of lines you choose can change 
the estimate of δ—sometimes by a lot!

There’s no one right way to draw lines!



Parametric vs. nonparametric lines

Line-drawing considerations

Bandwidths
Kernels

Measuring the gap



Formulas with parameters

Parametric lines

y = mx+ b
<latexit sha1_base64="5SUf5zqAKKliBbeqXXuPfFCcMOY=">AAAB8XicbVBNSwMxEJ31s9avqkcvwSIIQtmtgl6EohePFewHtkvJptk2NMkuSVZclv4LLx4U8eq/8ea/MW33oK0PBh7vzTAzL4g508Z1v52l5ZXVtfXCRnFza3tnt7S339RRoghtkIhHqh1gTTmTtGGY4bQdK4pFwGkrGN1M/NYjVZpF8t6kMfUFHkgWMoKNlR5SdIXEEzpFQa9UdivuFGiReDkpQ456r/TV7UckEVQawrHWHc+NjZ9hZRjhdFzsJprGmIzwgHYslVhQ7WfTi8fo2Cp9FEbKljRoqv6eyLDQOhWB7RTYDPW8NxH/8zqJCS/9jMk4MVSS2aIw4chEaPI+6jNFieGpJZgoZm9FZIgVJsaGVLQhePMvL5JmteKdVap35+XadR5HAQ7hCE7AgwuowS3UoQEEJDzDK7w52nlx3p2PWeuSk88cwB84nz+RYY+K</latexit>

y = �0 + �1x1 + �2x2
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Not just for straight lines! 
Make curvy with exponents or trigonometry

Parametric lines

y = �0 + �1x+ �2x
2 + �3x

3
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It’s important to get the parameters right!

Parametric lines

Line should fit the data pretty well
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Lines without parameters

Nonparametric lines

Use the data to find the best line, 
often with windows and moving averages

Locally estimated/weighted scatterplot smoothing 
(LOESS/LOWESS) 

is a common method
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Measuring gap with parametric lines
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Easiest way: center the running variable

Measuring gap with parametric lines

ID outcome running_var running_var_centered treatment

1 90.0 69 -6 FALSE

2 85.7 75 0 TRUE

3 85.8 78 3 TRUE

4 85.7 65 -10 FALSE

5 84.4 76 1 TRUE

y = �0 + �1Running variable (centered) + �2Indicator for treatment
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Measuring gap with nonparametric lines
Can’t use regression; use rdrobust R package
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Measuring gap with nonparametric lines
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Bandwidths

All you really care about is the 
area right around the cutoff
Observations far away don’t matter 

because they’re not comparable

Bandwidth = window around cutoff
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Bandwidths

Algorithms exist to choose optimal width

Also use common sense

For robustness, check what happens if 
you double and halve the bandwidth

Maybe ±5 for the AIG test?



Kernels

Because we care the most about 
observations right by the cutoff, 

give more distant ones less weight

Kernel = method for assigning importance to 
values based on their distance to the cutoff
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Rectangular Triangular Epanechnikov
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Try everything!

Your estimate of δ depends on all these:
Line type (parametric vs. nonparametric)

Bandwidth (wide vs. narrow) Kernel weighting

Try lots of different combinations!
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Main RDD concerns



You need lots of data, since 
you’re throwing most of it away

It’s greedy!
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You’re only measuring the ATE for 
people in the bandwidth

Local Average Treatment Effect (LATE)

It’s limited in scope! 



You can’t make population-level 
claims with a LATE

(But can you really do that with RCTs and diff-in-diff anyway?)

It’s limited in scope! 

“The realistic conclusion to draw is that 
all quantitative empirical results 

that we encounter are ‘local’”
Angrist and Pischke, Mostly Harmless Econometrics, p. 23–24



Graphics are neat!
A B C
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Which ones are significant?
A B C
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All of them!
� = 63.29; t = 14.197; p = <0.001 � = 25.02; t = 5.694; p = <0.001 � = 8.8; t = 1.997; p = 0.046
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Don’t rely only on graphics!

Super clear breaks 
are uncommon

� = 63.29; t = 14.197; p = <0.001 � = 25.02; t = 5.694; p = <0.001 � = 8.8; t = 1.997; p = 0.046
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Make graphs, but 
also find the 

actual δ value



People might fudge numbers or work to hit the 
threshold to get in/out of program

Manipulation! 
(if people know about the cutoff)

If so, those right next to the cutoff are no longer 
comparable treatment/control groups
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Eric J. Allen, Patricia M. Dechow, Devin G. Pope, George Wu (2017)
Reference-Dependent Preferences: Evidence from Marathon Runners.

Management Science 63(6):1657-1672. https://doi.org/10.1287/mnsc.2015.2417



Check with a McCrary density test
rddensity::rdplotdensity() in R

Manipulation
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People on the margin of the cutoff 
might end up in/out of the program

The ACA, subsidies, Medicaid, 
and 138% of the poverty line

Noncompliance!

Sharp vs. fuzzy discontinuities
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Address noncompliance with instrumental 
variables (more on those next time!)

Use an instrument for which side of the 
cutoff people should be on

Fuzzy discontinuities

Effect is only for compliers near the cutoff 
(complier LATE; doubly local) 



RDD with R



1: Is assignment to treatment rule-based? 
If not, stop!

2: Is design fuzzy or sharp? 
Either is fine; sharp is easier.

3: Is there a discontinuity in running variable at cutpoint? 
Hopefully not.

4: Is there a discontinuity in outcome 
variable at cutpoint in running variable? 

Hopefully.

5: How big is the gap?
Measure parametrically and nonparametrically.



R time!


